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Selected Research Projects and Activities (7/2)

= Dynamic analysis of ocean models
Architecture Recovery from Fortran Code

'i/: Presentation by
222 Reiner today

= PeASS: Identifying Performance Changes = s
Geomap industrial case study A —— =

'i/: Presentation by
222 David tomorrow




Selected Research Projects and Activities (2/2)

= Performance evaluation of data-intensive systems - ==

Instrumentation of Al-enabled systems
with Python/Keras/TensorFlow

,ﬁ/: Presentation by ﬁ p -——
222 Serafim today

* Domain-centric runtime quality analysis
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222 Heiko tomorrow = -




Extended Language Support for Non-Java Languages

Presentations by
Serafim + Reiner today

RECENT POSTS

Monitoring Support for Python

Posted on 30.08.2022 by Reiner Jung

We started the development of instrumenting Python last year and have developed
monitoring probes for Python and two weaving approaches. They will be presented
(hopefully) at the Symposium for Software Performance. However, the tooling is already
available and can be found on GitHub. Currently, we are integrating new features,
cleanup the code and write documentation for end users. All these artifacts will
become available in the general Kieker documentation.

Posted in News

Kieker Monitoring Support for C and
Fortran

Posted on 30.08.2022 by Reiner Jung

Kieker now provides monitoring probes for C, Fortran and any other language
supported by the GNU Compiler Collection or the Intel compilers including ifort. The
code is currently available on GitHub. In the near future, we will provide Debian/Ubuntu
packages ... Continue reading —

Posted in News



Updates to MooBench Benchmark

« Updated to
current Kieker version
OpenTelemetry
inspectIT

e Continuous execution of
benchmarks has been
automated (again

* Now includes Kieker4Python

* Planned for C/Fortran/C++
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KIEKER FRAMEWORK KIEKER TOOLS USE CASES RESEARCH AND CONSULTING

Performance Benchmarks
On this page, we colect peromance benchmarks of Kiker monforng an ier sumentaton famoworks, such a5
OpenTolmotyand nspecT,for compacon utzng MocBonch.

Detais of the comparison of OpenTelemetry, inspectiT and Kisker can be.
found of

Kieker 4 Java - Monitoring

These are s for Kioker 4 J ond.

« No instrumentation serves as a bassine value indicating how much execution time can b contributed to the benchmark.
program isel.

“Nolk

. ogging. ( as cata.
= Binary File utizos the binary e logging without compression.
= Binary TCP uiizes a TCI

[moopage uri="Kisker java-table htmI]

Kieker & Java Probe Performance.
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= Text File is with an actvated probe logging toa text fle.
» Binary TCP s with an actvated probe logging to a remote logaing server.

Each of these setups, except of o methods (here labeled
AandB)
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Kieker 4 Python Probe Performance.
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Chart by Visual:

Crart by Visualzor
OpenTelemetry

OpenTelametry (ntips:/opentalemeryio/) is a widely used moritoring tool, compatble with many programming languages.

. time of

= No Logging measures the execution time of the benchmark program with OpenTelemelry instrumentation, but without
measring or
ogging anything,

= Logging measures the execuion time of the benchmark program with OpenfTelematry instrumentation and wrting every
otput 10 the standard output.

= Zipkin measures the execution time of the benchmark program with obtaining every method invocation and sending them
to alocal Zipkin instance.

= Prometheus measures the execution tmo of the benchmark program with obtaining only aggrogated execuon times,
which are stored by a local Prometheus instance.

[moopage url="OpenTelemetry-table htm]

‘Open Telementty Probe Performance
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InspectiT

InspectlT (vtps:/wwwinspectiL.rocks) is a widely used moritoring tool, which is allows 10 trace the execution of Java
programs. MooBench

. time of
= Deactivated processing measures the execution fime of the benchmark program with inspectT Instrumentation, but
without measuring or logging
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Releases and Release Process

» Changed (continuous) release policy
Semantic versioning: MAJoR. MINOR. FIX

Extended automation towards continuous
delivery (via Maven central)

1.15.2 © onNov 7, 2022
= Upcoming: Kieker 2.0

Finalized integration of TeeTime-based stages

Consistent naming conventions for stages

Default Docker
Start Precheck Stages Initial Cleanup Compile Static Analysis Unit Test

O—\O/O o o o o—

er Specific
Distribution Build  Release Checks  Archive Artifacts Stages RC Specific Stage  End

Release Check
Extended

Release Check
Short

Restructured packages: technology-based - topic-based
Revised architecture model and architecture analysis
Observe and analyze user behavior based on graph clustering algorithms
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