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• Scalability is a main driver for adopting cloud-native 

applications and microservices
(Knoche & Hasselbring 2019; Soldani et al. 2018; Kratzke & Quint 2017)

• Engineers and researchers use benchmarking to evaluate 

and compare quality of frameworks, configuration, etc.
(Kounev et al. 2020; Hasselbring 2021)

• However, no commonly used method for benchmarking 

scalability of cloud-native applications
(Henning & Hasselbring 2022)
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Goal:

Make Scalability Benchmarking

more Usable and Reproducible!



The Theodolite Scalability Benchmarking Framework
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Kubernetes Operator for 
declarative definition of 
benchmarks and executions

Defining SLO based on 
existing Prometheus metrics 
via PromQL queries

Creating benchmarks based 
on existing Kubernetes
resource files
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In Search of Microservice 

Show Case…





TeaStore Architecture
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TeaStore Architecture
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Desired Outcome
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Designing a Scalability Benchmark for the TeaStore



System under Test (SUT)
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Load Generator
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Resource Dimension

(1) Horizontal Scalability
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Resource Dimension

(2) Vertical Scalability



Load Dimension
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SLO
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p95 latency <= 200 ms ?



Deployment
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Deployment
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Running the Benchmark
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p95 latency = 298 ms
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So, what’s going on inside?
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p95 latency = 195 ms



So, what’s going on inside?
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… 



…and the result is:
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Benchmarking Vertical Scalability



Conclusions & Lessons Learned
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• Favor open workload over closed 

workload models

• Finding good SLOs is hard

• Cloud-native-ness of the TeaStore

could be improved

• Interested? Theodolite’s TeaStore

benchmark is now ready to use!



Getting Started
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https://www.

theodolite.rocks

https://github.com/

cau-se/theodolite


